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Problem 1: (8 points)

Let X = (Xt)t∈N be a sequen
e of random variables with values in an alphabet A with

m elements, and for a ∈ An
let p(a) = p(X1 = a1, . . . , Xn = an). The un
ertainty of X

is

U = lim

n→∞

−

∑

a∈An

p(a) log2 p(a)

n log2m
,

and the redundan
y is R = 1− U .
a) Show that 0 ≤ R ≤ 1.

b) If we model the english language by a sequen
e of independent random variables, its

entropy per letter is about 4.22295. Compute the redundan
y of this pro
ess!


) If we model it by a Markov 
hain, the entropy rate is about 3.62773. What's the redun-

dan
y now?

d) It is 
ommonly believed that the redundan
y of the english language is about 70%. What

does this mean for the entropy per letter?

Problem 2: (5 points)

For ea
h of the three pro
esses in problem 1, 
ompute the probability that a given sequen
e

of hundred letters lies in the set O of frequent blo
ks!

Problem 3: (5 points)

Let X = (Xt)t∈N be e sequen
e of independent random variables with values in A = {a, b},
where ea
h Xi takes a with a probability of 2/3. Determine for ε = 1

2
and ε = 1

4
whi
h

per
entage of the elements of A10
lies in A10

ε !

Problem 4: (2 points)

Show that for every positive real number a, lim

k→∞

k
√
ak = 1 !
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